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Although reinforcement often leads to repetitive, even ste-
reotyped responding, that is not a necessary outcome.
When it depends on variations, reinforcement results in
responding that is diverse, novel, indeed unpredictable,
with distributions sometimes approaching those of a ran-
dom process. This article reviews evidence for the powerful
and precise control by reinforcement over behavioral vari-
ability, evidence obtained from human and animal-model
studies, and implications of such control. For example,
reinforcement of variability facilitates learning of complex
new responses, aids problem solving, and may contribute
to creativity. Depression and autism are characterized by
abnormally repetitive behaviors, but individuals afflicted
with such psychopathologies can learn to vary their behav-
iors when reinforced for so doing. And reinforced variabil-
ity may help to solve a basic puzzle concerning the nature
of voluntary action.

Most people can repeat a behavior when asked to
do so or vary it on demand. They hide a coin in
a fixed pattern—left hand, right hand, left

hand—so that a child can easily find it, or they make
prediction difficult by varying the pattern. Research shows
that repeating and varying are, in part, learned skills under
the control of reinforcing consequences. This may surprise
those who believe that reinforcement always leads to rep-
etition, that it constrains and narrows thought and behavior
and therefore that reinforcement is detrimental—something
to be avoided—because it interferes with creativity, orig-
inality, and individuality. Research demonstrates other-
wise: Animals and people learn to increase or decrease
variability; they respond stereotypically or stochastically,
depending on which of these best confronts a problem or
attains a goal. Variability does not necessarily fade as
knowledge is gained but rather it is maintained at highest
levels when that is functional. An understanding of func-
tional variability—technically referred to as operant vari-
ability—may help psychologists to train new behaviors,
treat psychopathologies, and explain some deeply puzzling
phenomena, including how voluntary responses differ from
reflexes. To introduce the research on this topic, I describe
a debate initiated in ancient times but continuing until
today.

Variability Implies Ignorance
Most psychologists assume that behavior is determined—
caused, controlled, generated—by a combination of influ-
ences based on genes, conditioning and developmental
experiences, and current stimuli. “Determinism reigns,”
wrote the historian of psychology E. G. Boring (as quoted
in Gigerenzer, 1987, p. 13). One reason for this determinist
assumption is that it motivates persistence in the search for
lawful relationships, persistence despite current ignorance;
another is that the history of psychological science shows
that as knowledge is gained, behaviors become increas-



From La Mettrie and Helmholtz through Freud and
Gestaltists to behaviorists, most psychologists shared the
view that variability is a sign of ignorance, and therefore
experimental procedures were designed to minimize vari-
ability so as to discover underlying causes. In recent times,
the determinist position has been associated most closely
with B. F. Skinner, a radical behaviorist, who wrote, “We
cannot prove . . . that human behavior . . . is fully deter-
mined, but the proposition becomes more plausible as facts
accumulate” (Skinner, 1974, p. 189). Behaviorists do not
stand alone in this regard, for determinist assumptions are
common in many other areas of contemporary psychology,
including cognitive, social, developmental, physiological,
clinical, and personality.

Variability Is Functional
According to a competing claim, however, some things
cannot be predicted, even if complete knowledge is as-
sumed: chance-like, random, or stochastic effects do not
disappear. Those who hold to this indeterminist position
argue that variability is more than a sign of ignorance—it
is real—and attempting to characterize a population by
statistical summaries such as mean or median will only
obscure the true underlying diversity.

Epicurus agreed with Democritus that the motion of
atoms are often determined, but in order to explain novelty,
creativity, and voluntary action, he posited that atoms oc-
casionally swerved randomly—a proposal that has reso-
nated through the ages:

The swerve envisioned by Epicurus is not due either to an external
force or to a change in the atom itself but is entirely uncaused. It
is not just that [we] cannot discover the cause. . . . There is simply
no cause to be discovered. (Cahn, 1967, p. 74)

While Descartes and the British Associationists were pro-
viding mechanical interpretations of action, Pascal and
Fermat conceptualized the universe as a gaming table and
formulated probability theory. When Newtonian physics
was at its heights, Charles Peirce’s theory of tychism
hypothesized chance as the basis of all physical and psy-
chological phenomena, and as will be seen, his friend,
William James, adopted that philosophy. Random varia-
tions play an essential role in the theory of evolution, with
variations arising not only from externally induced muta-
tions but also from processes endogenous to the cell, such
as random assortment of chromosomes and jumping genes.
These latter examples suggest that genetic variability is
maintained actively. In contemporary physics, randomness
is the basis for quantum mechanics.

Psychology has had its share of indeterminist theoriz-
ing as well. James wrote that events

have a certain amount of loose play . . . so that . . . one of them
does not necessarily determine what the others shall be. . . .
[Indeterminism] admits that possibilities may be in excess of
actualities, and that things not yet revealed to our knowledge may
really in themselves be ambiguous. Of two alternative futures . . .
both may now be really possible; and the one becomes impossible
only at the very moment when the other excludes it by becoming
real itself. Indeterminism thus denies the world to be one unbend-
ing . . . fact. It says there is a . . . pluralism in it. (James, 1884/
1956, pp. 150–151)

These views anticipate superposition in contemporary
physics, the theory that a subatomic particle exists in many
different potential states and places, with the actual occur-
rence emerging randomly (McFadden, 2000). Regarding
voluntary behavior, James (1884/1956) wrote in the same
paper, “Indeterminate future volitions do mean chance” (p.
158), implying that voluntary actions are, to some extent,
random in nature.

Gustav Fechner, an influential progenitor of contem-
porary psychophysics, developed the indeterminist posi-
tion. Psychological phenomena were “collectives” of in-
stances, with general laws describing the averages but
chance governing the instances. Thus, scientific laws de-
scribe classes, or sets, within which chance or probability
reigns. Fechner referred to Unbestimmtheit, meaning inde-
terminacy, and Zufall, meaning chance, and argued that
“the world has some amount of objectively existing ‘Inde-
termination’ . . ., which ‘really depends . . . on freedom,’ as
Fechner puts it, and which is not just the result ‘of our
ignorance of the conditions’” (Heidelberger, 1987, p. 123).
Indeterminate events are a real part of the real world and
not due simply to faulty knowledge.

Skinner is often mistakenly characterized only as a
determinist, but in fact he held views similar to Fechner’s.
Both Fechner and Skinner were determinists regarding
general laws, but both argued that individual instances
often could not be predicted. Skinner distinguished be-
tween two types of conditioned responses, Pavlovian (also
referred to as respondent) and operant (also referred to as
instrumental). Knowledge concerning previous experi-
ences with conditioned and unconditioned stimuli would
permit precise predictions of Pavlovian reflexes. Operants
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were different, however, for they could be predicted only at
the level of “class.” Similar to Fechner, Skinner argued that
each operant instance was a member of a generic class and
that whereas the class was functionally related to environ-
mental events, the instances emerged stochastically. Skin-
ner (1935/1959, p. 351) wrote

Suppose that we are studying the behavior of . . . a rat in pressing
a lever. The number of distinguishable acts on the part of the rat
which will give the required movement of the lever is indefinite
and very large. . . . They constitute a class, which is . . . defined by
the phrase “pressing the lever.” Now it may be shown that . . . the
rate of (lever-press) responding . . . maintains itself or changes in
lawful ways. But the responses which contribute to this total
number-per-unit-time are not identical. They are selected at ran-
dom from the whole class—that is, by circumstances which are
independent of the conditions determining the rate. (See also
Malone, 1987; Moxley, 1997)

Skinner’s emphasis on response rates (as opposed to stimu-
lus–response probabilities or latencies) was based on his
view of the operant as an emissive, rather than stimulus-
determined, phenomenon (Skinner, 1950).

Epicurus, James, Fechner, and Skinner provided the
background for contemporary research on the operant na-
ture of behavioral variability. In the sections to follow, I
review the evidence, discuss possible explanations, and
indicate some functions and implications.

Operant Variability
Before considering the research, it will be helpful to define,
in general terms, some key concepts. Operant responses
are controlled by reinforcers and discriminative stimuli.
For example, pigeons peck a response key (the operant) to
obtain mixed grain (the reinforcer) when an overhead light
is green (the discriminative cue). To demonstrate that re-
sponse variability is an operant, one must show that it is
influenced by reinforcers and discriminative stimuli. Vari-
ability often connotes high variability, but the term is also
used to indicate a continuum, from repetition to random. In
either case, variability implies the existence of a set or class
of possible responses, and its measurement requires spec-
ification of the set. Random (or highest variability) implies
that although relative frequencies (or probabilities) of
members of a set can be predicted, individual instances
cannot, even assuming complete knowledge. Random and
stochastic are used interchangeably. The precise definition
of random is debated, and many different statistical tests
are used to assess it, no one of which suffices to demon-
strate randomness (Knuth, 1969; Nickerson, 2002). How-
ever, behavioral studies often use the U value statistic to
summarize the relative equality of response frequencies,
which is one indication of stochastic generation, with U
approaching 1.0 when frequencies are approximately equal
and approaching 0.0 when one possibility predominates. In
other words, the U value provides an index of the relative
entropy (or uncertainty) of a set of outcomes (see Wasser-
man, Young, & Cook, 2004, this issue). I turn next to the
experimental evidence for operant control over response
variability.

Interresponse Time Variability
Blough (1966) performed the first and most influential
experiment in this area: Pigeons were reinforced for peck-
ing a response key randomly in time, much like an atomic
emitter. Normally, animals and people show fixed and
predictable response patterns, but when reinforced for
varying, responses came to approximate the random model,
shown by the approximately straight line distributions in
Figure 1 (top graph). Blough’s research stimulated many

Figure 1
Evidence for Stochastic Responding by Pigeons

Note. The top graph shows data from one pigeon in Blough (1966) under
different parameter conditions (the three sets of lines), with replication at each
parameter. Shown are the mean numbers of responses (RESPS) emitted in each
half-second (HALF-SEC) interresponse time (IRT) bin, with a straight line ex-
pected from a stochastic responder. From “The Reinforcement of Least Frequent
Interresponse Times,” by D. S. Blough, 1966, Journal of the Experimental
Analysis of Behavior, 9, p. 587. Copyright 1966 by the Society for Experimen-
tal Analysis of Behavior. Adapted with permission.



studies that confirmed and extended his findings, but before
turning to these, I will describe—and explain—an often-



Figure 2



dimensions, such as response speed and force. Machado



control response variability, as do reinforcement contin-
gencies, and thus variability appears to be similar to other
commonly studied operants. Examples include a rat press-
ing a lever in the presence of one tone but not another, a
child approaching a cookie jar, and an adult pulling the arm
of a slot machine—all examples of operant responses partly
under the influence of reinforcement contingencies and
discriminative stimuli. Note that each of these responses
also has the appearance of being under the voluntary con-
trol of animal or person: The rat is not forced to press the
lever, nor the child to reach for cookies, nor (at least in
most cases) the adult to gamble. I will return to a discussion
of the voluntary nature of operant variability, but first I
consider explanations. What are some possible sources of
operant variations?

Sources of Operant Variability
Behavioral variability sometimes results when reinforce-
ment is withheld, as indicated above (Savage, 2001), as
well as from physiological injury and drugs (Brugger,
1997), but such variability appears to be of a different type
than that under discussion; it is elicited or reflexive in
nature, and, although it might contribute, elicited variation
will not account for the reinforcement effects described
above—the yoke control procedures show that. Three ad-
ditional explanations of operant variability will be dis-
cussed in this section.

Random Environmental Events

A coin tossed at the beginning of a football game indicates
which team is to kick the ball. Random events such as this
have been used for thousands of years: for divination,
decision making, and games of chance (Jay, 2003). Ran-
dom number tables and computer-based random generators
are used to assign subjects to experimental conditions. In
The Dice Man, a novel by Rhinehart (1998), a psychiatrist
finds himself bored with life, and he devises a way to



there are memory-based and determinate ways to generate
random-like outcomes. Indeed, any case of apparently sto-
chastic generation can possibly be explained by memory
(e.g., for a long list of random numbers or by chaotic
processes). However, experimental evidence also supports
the contributions of stochastic processes to operant vari-
ability, and this will now be described.

That memory cannot explain all instances of operant
variability was suggested by the Lag 50 contingencies in
the Page and Neuringer (1985) study described above: It is
unlikely that pigeons can remember each of their last 50
sequences. The same article reported another more direct
test. Under a Lag 3 contingency—reinforcement depended
on responses in the current trial differing from each of the
previous three sequences—the number of responses per
trial was systematically manipulated: four, six, and eight
responses per trial in the three phases, with the Lag 3
maintained throughout. The results, shown in Figure 4,
were that as responses per trial increased, the pigeons were
increasingly likely to satisfy the contingencies and there-
fore increasingly likely to be reinforced. That is, pigeons
performed better when each trial consisted of eight re-
sponses than when each had only four. The same graph also
shows the success rate of a simulating random model that
responded with probabilities of 0.5 L and 0.5 R under four,
six, and eight responses per trial conditions. The similarity
between pigeons’ responses and the random model is in-
formative, as will next be explained.

As responses per trial increased, the random model
was reinforced increasingly because of the laws of chance:

Repetitions are less likely by chance, given large samples
than small. For example, if two tosses of a coin constituted
a trial, then the probability that the current trial repeats the
just-previous one is 0.25 (because there are four possible
patterns, heads–heads, heads–tails, tails–heads, and tails–
tails). On the other hand, if each trial consisted of eight
tosses, the probability of a repetition is 1/256, or 0.004.
Thus, if the pigeons were responding stochastically, then
their probability of being reinforced would increase as
responses per trial increased and that is exactly what hap-
pened. Although technical issues are involved, when addi-
tional experiments were performed, the results were con-
sistent with a stochastic-generator hypothesis (i.e., that the
birds were responding like the random model and not
basing current responses on memory for previous se-
quences; Jensen et al., in press).

Another experiment compared memory and stochastic
hypotheses by imposing pauses between responses in order
to interfere with memory (Neuringer, 1991). The baseline
schedule was one in which pigeons were reinforced if the
current sequence of four responses differed from those in
each of the previous five trials (var, Lag 5). The experi-
mental manipulation involved imposing a time-out period



respond repetitively on the same key (Blough, 1966; Mor-
ris, 1987), would account for the improvement by var
animals across the short intervals. In any case, the fact that
variability remained high as pauses lengthened to 20 sec-
onds is consistent with a stochastic-generator hypothesis,
one that assumes no role for memory in the stochastic
process.

A related procedure was used in another attempt to
interfere with memory. McElroy and Neuringer (1990)
administered alcohol to two groups of rats, rep and var,
with the same results as those just described: Alcohol
severely degraded repetitive LLRR performances but had
no influence on operant variability (see also Cohen,
Neuringer, & Rhodes, 1990; Doughty & Lattal, 2001).

The evidence is therefore consistent with an endoge-
nous stochastic-type generating process as one source for
operantly variable behavior. Qualities of this stochastic
generator include the following: training results in its out-
put approximating a random process (Neuringer, 1986); it
can generate different levels of variability (Blough, 1966;
Grunow & Neuringer, 2002; Jensen et al., in press;
Machado, 1989); animals can choose to engage it or not
(Neuringer, 1992); it can be applied to particular sets of
responses (Mook, Jeffrey, & Neuringer, 1993) or to re-
sponse dimensions (Ross & Neuringer, 2002); and, it can
be turned on or off, depending on cues in the environment
(Denney & Neuringer, 1998). These attributes taken to-
gether suggest that stochastic responding is an operant,
controlled by its consequences, and therefore functional.

Additional functions of variability will be discussed in the
next section.

Functions of Variability
Variability has been found to be functional in many scien-
tific domains. For example, in physics, adding noise to a
system can increase the likelihood of distinguishing a sig-
nal from its absence, a phenomenon known as stochastic
resonance; similar effects are found in biology (Moss &
Wiesenfeld, 1995). Responding in an unpredictable, noisy
manner is a tactic often taken when animals are confronted
by a potential predator (Driver & Humphries, 1988). Vari-
ability can serve attractive functions as well (e.g., variable
vocalizations by male song birds attract females; Catchpole
& Slater, 1995). In psychology, variable and rich environ-
ments facilitate brain development, yielding increased
numbers of neurons and synaptic connections (Renner &



the fact that it was never reinforced; the increase in always
was presumably due to the fact that it was reinforced more
frequently than any other response or strategy. This exper-
iment established that exactly the same reinforcers that
maintain high variability can concurrently selectively rein-
force (or not) individual instances.

Knowledge concerning this dual reinforcement func-
tion may be especially helpful when training complex
responses. For example, Neuringer, Deiss, and Olson
(2000) compared three procedures used to train a difficult-
to-learn sequence in rats, namely, RLLRL. Throughout the
experiment, whenever the target RLLRL sequence oc-
curred, it was immediately reinforced with a food pellet. In
addition, one group of rats (var) was occasionally rein-
forced for sequence variability (same pellet reinforcers
presented on the average of once per minute for satisfying
the var contingencies). We reasoned that the additional
reinforcers for variation might produce the baseline vari-
ability necessary for reinforcement to strengthen the target
sequence, as just discussed. A yoked-control group (yoke)
received concurrent reinforcement on the same VI one-
minute schedule but independently of levels of variation,
this condition controlling for the motivational effects of the
added reinforcers. A target-only control group received no
reinforcers other than for emitting the target sequence, this
condition indicating the inherent difficulty of learning the
RLLRL sequence. The top portion of Figure 6 shows that
the target-only group extinguished or stopped responding
(because the difficult target sequence was only rarely emit-
ted and therefore the animals were rarely reinforced),
whereas the var and yoke animals continued to respond at
high rates throughout the experiment—the additional rein-
forcers serving to motivate responding in both of these
groups. Of most importance, only the var animals learned
the difficult target (bottom of Figure 6). The yoke and
target-only groups learned little or not at all, showing that
concurrent reinforcement of variability facilitated acquisi-
tion of a complex behavior.

Variations are functional in many other situations, for
example, variations in training facilitate acquisition of mo-
tor skills (Manoel & Connolly, 1997; Schmidt & Lee,
1999), and variability of strategy use is correlated with
acquisition of cognitive competencies such as mathematics
skills (Siegler, 1996). Explicit reinforcement-of-variability
procedures might be usefully applied in these domains as
well, but to date there is little research on this conjecture.

Problem Solving
Reinforcement of variability may also be functional when
attempting to train an animal or person to solve problems
(e.g., Lung & Dominowski, 1985). Arnesen (2000) used a
rat model to ask whether a history of explicit reinforcement
of variations would facilitate later problem solving. Rats in
an experimental group were first reinforced for varying
their interactions with arbitrarily selected objects. For ex-
ample, a soup can was placed in the chamber and the rat
reinforced for responding to it in various ways, with an
emphasis on novel responses, similar to the Pryor et al.
(1969) and Goetz and Baer (1973) procedures described

above. A different object was used during each session and
the rats were required to vary their interactions throughout.
Members of one control group, yoke, experienced identical
training objects but were reinforced independently of their
interactions. A second control group was simply handled.
Following their training experiences, each rat was placed
alone in a problem space, a room approximately 6 feet � 8
feet, on the floor of which were 30 objects—for example,
a toy truck, metal plumbing pipes, a hair brush, a doll’s
chest of drawers—arbitrarily chosen but different from
those used during the preliminary training phase. Hidden
within each object was a small piece of food, and the
hungry rats were permitted to explore freely for 20 min-
utes. The question was simple: How many food pellets
would be discovered and consumed? The experimental
animals found significantly more pellets than either of the

Figure 6
Reinforcement of Variations Facilitates Acquisition of
a Difficult Response Sequence

Note. The top graph shows average rates of responding (trials per minute) by
each of three groups of rats across blocks of six sessions per point. The bottom
graph shows the percentage of trials in which the target sequence, right–left–
left–right–left, was emitted. The variability contingency group is represented by
filled circles and a solid line, the yoke group by open circles and a solid line,
and the target-only group by open circles and a dashed line. From “Reinforced
Variability and Operant Learning,” by A. Neuringer, C. Deiss, and G. Olson,
2000, Journal of Experimental Psychology: Animal Behavior Processes, 26, pp.
102–103. Copyright 2000 by the American Psychological Association. Re-
printed with permission.
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control groups, which did not differ from one another.



ability is effective, supporting the claim that if variations
contribute to creative work, then reinforcement will have
positive effects. However, approach to reinforcement had
different consequences for the two groups. Whereas the
repetition-reinforced pigeons were increasingly successful
as the reinforcer was approached—they repeated more and
more as the ratio neared completion—the variability-rein-
forced birds were decreasingly successful—they were less
and less successful at meeting the var contingency. Figure
7 (top graph) shows this difference. Despite the fact that
sequence variations were being reinforced, the var pigeons
varied less as they approached the reinforcer. Again, as-
suming that variability plays some role in creativity, these
results are consistent with the claim that reinforcement
interferes with creativity.

Reinforcement of variability therefore appears simul-
taneously to exert two effects, with both relevant to cre-
ativity: Overall variability is elevated, sometimes to the
highest levels, thereby possibly facilitating creative work;
but approach to (and possibly focus on) the reinforcers
constrains, or lowers, variability, thereby interfering. The
overall enhancement of variability was of much greater
magnitude than the decrease with approach, but both ef-
fects were statistically significant. Disagreement concern-
ing whether reinforcement facilitates or interferes with
creativity may partly be due to emphasizing one or the
other of these effects. Reinforcers have many influences,
each of which must be identified, understood, and invoked.

Psychopathology
Psychopathologies such as attention-deficit/hyperactivity
disorder (ADHD), depression, and autism are associated
with abnormal levels of response variability. A series of
studies asked whether reinforcement can modify such vari-
ability in the direction of normalcy.

ADHD. Individuals diagnosed with ADHD are re-



autism were individually defined.) The results showed that
the participants with autism varied significantly less than
control subjects throughout the experiment, but when rein-
forced, variability increased significantly in both groups.
This finding is important because it indicates that some of
the behavioral stereotypes that are characteristic of autism
may be modified by reinforcement of variations. Lee, Mc-
Comas, and Jawor (2002) provided supporting evidence.
Three individuals with autism were reinforced for varying
their verbal responses to questions—the responses had to
be appropriate given the context—and appropriate variabil-
ity increased in two of the three individuals. Therefore
direct reinforcement of functional variability may help to
modify ritualistic and stereotyped behaviors.

Implications
Voluntary Action
A long-standing question for philosophers, psychologists,
and biologists concerns the nature of “voluntary” action.
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